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1 IntroductionHeterogeneous systems are a growing focus of robotics research [FM97, GM97, Par94, Bal99].Presently, diversity in these systems is evaluated on a bipolar scale; systems are classi�ed as ei-ther heterogeneous or homogeneous depending on whether any of the agents di�er. This view islimiting because it does not permit a quantitative comparison of heterogeneous systems. A princi-pled study of diversity requires a quantitative metric. Such a metric would enable the investigationof issues like the impact of diversity on performance, and conversely, the impact of other task factorson diversity. To address this, we propose social entropy (computed using Shannon's informationentropy formulation [Sha49]) as an appropriate measure of diversity in robot teams.We do not claim diversity is always desirable. In fact, experiments described in this articleshow that for some tasks homogeneous teams perform better than diverse teams. The goal of thiswork, rather, is to enable the investigation of the origins of diversity in learning teams and to helpdevelopers build appropriately diverse robot teams for the tasks and environments in which theyoperate. A quantitative metric is crucial to the investigation of these issues.While the results of this work are applicable in other areas, we focus speci�cally on evaluatingdiversity in teams of mechanically similar agents that use reinforcement learning to develop behav-ioral policies. Behavior is an especially interesting dimension of diversity in learning systems sinceas they learn, agents choose the degree of diversity in their society on their own.Contributions of this work include (1) simple social entropy, a novel application of Shannon'sinformation entropy to the measurement of diversity in robot groups, (2) behavioral di�erence,a continuous, quantitative measure of di�erence between individual robots, (3) hierarchic socialentropy, a metric combining simple social entropy with behavioral di�erence to provide a continuousscale of diversity, capturing even minute di�erences between societies, and (4) example applicationsof these metrics in the evaluation of actual robot systems.This article begins with an examination of the meaning of diversity for multiagent robotic sys-tems. That discussion is followed by a presentation of information entropy, an explanation of how itcan be applied to evaluate robot team diversity and a justi�cation for its application in this domain.Classi�cation and agent di�erence are addressed after that. Next a formulation of hierarchic socialentropy (that combines the concepts of agent di�erence, classi�cation and entropy) is introduced.Finally, the utility of simple social entropy and hierarchic social entropy is demonstrated in exampleapplications, including experiments in robot soccer and multirobot foraging.2 The meaning of diversityWhat does diverse mean? Webster [MW89] provides the following de�nition:di.verse adj 1: di�ering from one another: unlike 2: composed of distinct or unlike elements orqualitiesClearly, di�erence plays a key role in the meaning of diversity. In fact, an important challenge inevaluating robot societal diversity is determining whether agents are alike or unlike. Assume for2



a b c dFigure 1: Several collections of shapes. The number of homogeneous subsets in each collection grows fromone in a to four in d. Should measured diversity depend on the number of homogeneous subsets?
a bFigure 2: In both of these groups there are the same number of shapes and the same number of homogeneoussubsets, but the proportion of elements in each subset is di�erent.now that any two agents are either alike (in the same behavioral subset) or not. (The degree ofdi�erence is important but that issue is addressed later.)Now consider what diverse means for societies composed of several distinct behavioral subsets.To make the discussion more concrete, suppose the \society" under examination is a collection offour di�erent shapes: circles, squares, triangles and stars. Figures 1 and 2 illustrate several sets ofshapes as examples of ways the groupings can di�er. The goal is to develop a quantitative metricthat captures the meaning of diversity illustrated in these examples.First, how should the number of distinct subsets in a society impact the measured diversity?Consider Figure 1: four sets of 12 shapes. Each set has a di�erent number of homogeneous subsets;from one homogeneous subset in Figure 1a (all circles) to four in Figure 1d. This example suggeststhat the number of homogeneous subsets in a society is an important component of measureddiversity.Now consider Figure 2. Which group of shapes is more diverse? In both cases there are exactly12 shapes and exactly two di�erent types. In Figure 2a however, there is a much higher proportionof circles than in 2b where there is an equal number of circles and squares. This example suggeststhat the relative proportion of elements in each subset is an important component of diversity.These examples highlight the fact that the distribution of the agents between homogeneoussubsets is at the core of the meaning of diversity. In light of this observation, we make the followingcommitment: the measured diversity of a multiagent society depends on the number of homogeneoussubsets it contains and the proportion of agents in each subset.3



3 Simple social entropyHow should diversity be quanti�ed? Shannon faced a similar problem when he sought to quantify theuncertainty, or randomness, of an information source [Sha49]. The uncertainty of an informationsource has important implications for communications systems, particularly with regard to theminimum bandwidth required to transmit error-free messages.Interestingly, the properties Shannon sought in a measure of information uncertainty are alsouseful in the measurement of societal diversity [Sha49]. In fact, researchers in a number of disciplineshave adopted information theoretic concepts of diversity. As an example, consider this passage fromWilson's book The Diversity of Life [Wil92]:Suppose that we encounter a fauna of butteries consisting of 1 million individuals divided into100 species. Say one of the species is extremely abundant, represented by 990,000 individuals,and each of the other species therefore comprises an average of about 100 individuals. Onehundred species are present but, as we walk along the forest paths and across the �elds, weencounter the abundant buttery most of the time and each of the other species only rarely ...In a nearby locality we encounter a second buttery fauna, comprising the same 100 species,but this time all are equally abundant, represented by 10,000 individuals each. This is a faunaof high equitability, in fact the highest possible. Intuitively we feel that the high-equitabilityfauna is the more diverse of the two, since each buttery encountered in turn is less predictableand therefore gives us more information on average.Wilson's view embraces the idea that societies with members equally distributed among subsetsare the most diverse. It also suggests that diversity and information are closely related concepts.Information entropy is used in a number of related �elds as well. It is used by ecologists as a means ofevaluating species' diversity [LVW83, LW80, Mag88], by sociologists as a model of societal evolution[Bai90], and by taxonomists as a tool for evaluating classi�cation methodologies [SS73, JS71].Shannon's measure, information entropy, is easily adapted to suit the needs of a societal diversitymetric [Sha49]. Bailey popularized the application of information entropy to the study of socialgroups in his book Social Entropy Theory [Bai90]. Although the formulation of simple social entropyfor robot groups is somewhat di�erent than Bailey's formulation for human societies, we adopt histerm here. This section provides a mathematical basis for the calculation of simple social entropyin robot groups and illustrates why it is an appropriate measure of multiagent system diversity.3.1 Mathematical formulation of simple social entropyBefore proceeding we must introduce some additional notation:� R is a society of N agents with R = fr1; r2; r3:::rNg� C is a classi�cation of R into M possibly overlapping subsets.� ci is an individual subset of C with C = fc1; c2; c3:::cMg� pi = jci jPMj=1 jcj j is the proportion of agents in the ith subset; P pi = 1.In the last section we argued that the measured diversity of a system should reect the numberof groups in the system and the distribution of elements into those groups; diversity should thereforebe a function ofM and the pis as de�ned above. Assume that a diversity metric exists and call it H.The diversity of a society partitioned into M homogeneous subsets is written H(p1; p2; p3; :::; pM).So, for instance, the diversity of the group of blocks depicted in Figure 2a is H � 112 ; 1112�, while the4
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H(1/2, 1/2)Figure 3: A new society (right) is generated by combining two others (left). The diversity of the newsociety is a weighted sum of the individual values of H for the subsets.diversity for the group of blocks in Figure 2b is H �12 ; 12�. The diversity of a particular robot societyRa can also be expressed H(Ra).Shannon prescribed three properties for a measure of information uncertainty [Sha49]. Withslight changes in notation, they are equally appropriate for a measure of societal diversity:Property 1 continuous: H should be continuous in the pi.Property 2 monotonic: If all the pi are equal, (i.e. pi = 1M ), then H should be a monotonicallyincreasing function ofM . In other words, if there are an equal number of agents in each subset,more subsets implies greater diversity.Property 3 recursive: If a multiagent society is de�ned as the combination of several disjointsub-societies, H for the new society should be the weighted sum of the individual values of Hfor the subsets. This property is important for the analysis of recursively composed societies(e.g. [MAC97]).The meaning of the requirement that H be recursive is illustrated in Figure 3. The two groups onthe left are combined into a new society on the right. The groups on the left have diversities H �56 ; 16�(top) and H �12 ; 12� (bottom). The diversity of the new 18 element society is H � 518 ; 118 ; 618 ; 618�.Because the sub-groups contribute 13 and 23 of the agents to new society, the recursive criteriarequires:H � 518 ; 118 ; 618 ; 618� = H �13 ; 23�| {z }both groups+ 13H �56 ; 16�| {z }contribution of �rst group + 23H �12 ; 12�| {z }contribution of second groupIn general, for a society Rc composed of two societies, Ra and Rb, the recursive criteria ensuresthat: H(Rc) = H(�; �) + �H(Ra) + �H(Rb)where � is the proportion of agents in Ra, � is the proportion of agents in Rb and �+ � = 1.5



Meyer and McIntosh have developed an index of ethnic diversity used by US News and USAToday [MM92]. Their index measures the probability that two people chosen at random (withreplacement) will di�er along at least one ethnic dimension. The index value ranges from 0 to 1;greater diversity is indicated by a larger value. A value of zero applies to a population in whicheveryone is the same. If every person is di�erent from every other person on at least one dimension,the value is maximized. In practice the index can never reach unity because an in�nite number ofpis would be required. The metric has intuitive appeal, and may be of interest as a measure ofmultiagent social diversity. Using the notation introduced above, Meyer's metric can be written:Hm(X) = 1� MXi=1 p2i (1)Hm provides mathematical properties 1 and 2 but it does not provide for recursively de�nedsocieties (Property 3). Shannon's information entropy, however, meets all three criteria [Sha49].The information entropy of a system X is given as1:H(X) = �K MXi=1 pi log2(pi) (2)where K is a positive constant. Because K merely amounts to the choice of a unit of measure,Shannon sets K = 1 [Sha49].Equation 2 (with K = 1) is adopted for the measurement of multiagent societal diversity. H(Ra)is the simple social entropy of agent society Ra.In addition to Properties 1, 2 and 3, H has a number of additional properties that furthersubstantiate it as an appropriate measure of diversity. First, as we would expect, H is minimizedfor homogeneous societies; these groups are the least diverse. Also, for heterogeneous groups H ismaximized when there are an equal number of agents in each subset. More precisely:Property 4: H = 0 if and only if all the pi but one are zero. In other words H is minimized whenthe system is homogeneous. Otherwise H is positive.Property 5: For a given M (number of homogeneous subsets), H is maximized when all the piare equal, i.e. pi = 1M . This is the case when there are an equal number of agents in eachsubset.Property 6: Any change toward equalization of the proportions p1; p2; : : : ; pM increases H. Thusif p1 < p2 and we increase p1, decreasing p2 an equal amount so that they are more nearlyequal, H increases. An important implication is that there are no locally isolated maxima.Even if these properties are desirable in a diversity metric, why choose information entropy overanother function possessing the same properties? Because, as it turns out, information entropy1H(X) is used in coding theory as a lower-bound on the average number of bits required per symbol to sendmulti-symbol messages. The random variable X assumes discrete values in the set fx1; x2; x3:::xMg (the alphabet tobe encoded) and pi represents the probability that fX = xig.6



(Equation 2) is the only function satisfying Properties 1, 2 and 3. Shannon proved this result usingthe mathematically equivalent properties he required of an information uncertainty metric [Sha49].3.2 Example evaluationsConsider the simple social entropy of a heterogeneous group composed of one square and three starshapes. The society consists of four elements,R = fr1; r2; r3; r4g. One element, r4 (the square) is notequivalent to the others so there are two homogeneous subsets, C = fc1; c2g, with c1 = fr1; r2; r3g(the star class) and c2 = fr4g (the square class). Then,p1 = 34 = :75p2 = 14 = :25H(R) = � 2Xi=1 pi log2(pi)= �((p1 log2(p1)) + (p2 log2(p2)))= �((:75 log2(:75)) + (:25 log2(:25)))= :811Next the simple social entropy of a homogeneous group is evaluated. The group consists ofelements R = fr1; r2; r3; r4g. Homogeneity implies there is only one class, so C = fc1g, and c1 =fr1; r2; r3; r4g. Then: p1 = 1H(R) = � 1Xi=1 pi log2(pi)= �(p1 log2(p1))= �(1 log2(1))= 0The entropy of a number of other example systems is given in Figure 4.4 Limitations of simple social entropyA potential limitation of simple social entropy as a diversity metric is the loss of information incurredwhen diversity is summarized in a single number. There are perhaps an in�nite number of societiesmatching any particular value of diversity. Figure 5 for example, illustrates two very di�erentsocieties whose entropy di�ers by less than 0.01.A single number does not tell us how many classes of agents there are or how many agentsin each class. This loss of information occurs whenever any characteristic of a multi-dimensionalsystem is described as a single value. Such measurements are useful, however, because they enable7



0.00 0.41 0.82 1.00 1.59 2.00Figure 4: A spectrum of diversity. In the diagram above, each of the six squares encloses a multiagentsystem, from least diverse (homogeneous) on the left, to most diverse (most heterogeneous) on the right.The simple social entropy, a qualitative measure of diversity, is listed underneath each system.
1.000.99Figure 5: Two very di�erent systems have similar entropy.generalization and comparison. A thermometer, for example, does not reveal the position andvelocity of every molecule in the environment but it does enable us to select our wardrobe for theday.A more serious limitation of simple social entropy concerns its lack of sensitivity to the degreeof di�erence between agents. Suppose, for example, we are evaluating the diversity of a number ofagents distributed in a two-dimensional space (the dimensions may represent aspects of behavior orperhaps morphological axes). Agents that are close to one another are grouped in the same class.Figure 6 illustrates.The �gure shows three systems. In each system, the four elements in the lower left remainunchanged, but from 6a to 6c a �fth agent appears in several locations progressively more distantfrom the others. In Figure 6a it is just close enough to be classi�ed with the others, while in 6b it isjust far enough away to be placed in a separate category. The simple social entropy metric cannotdi�erentiate between the distribution of agents in 6b and 6c because there is no di�erence in thenumber and size of the subsets. Also, the entropy measure �nds a greater di�erence between thesystems in 6a and 6b than between those in 6b and 6c.One potential solution is to consider the maximum di�erence between agents as an additionalcomponent of diversity; e.g. the distance d in Figure 7. In the biological taxonomy literature d isreferred to asmaximum taxonomic distance. Taxonomic distance is useful, but as Figure 7 illustrates,it cannot serve as the only measure of diversity. This example shows two societies: one society withmost of the agents classi�ed together, but one \outlier" at distance d (7a); and another society withtwo equally sized subsets separated by the same distance (7b). Both of these systems have the samemaximum di�erence but quite di�erent distributions of agents into subsets. Taxonomic di�erence8



a b cFigure 6: One di�culty in the analysis of diversity. Dots representing agents are plotted in a two-dimensional space. Lines enclose agents grouped in the same class. The entropy metric cannot distinguishbetween the systems illustrated in b and c.
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dFigure 7: Maximum taxonomic distance is a useful metric, but it does not account for the distribution ofelements in the space.captures the greatest di�erence between agents in the society but ignores the distribution of agentsin the space. In the next two sections we show how a more comprehensive metric can be developedthat reects the extent of di�erence between the agents in a society.5 Classi�cation and clusteringThe discussion of diversity left open the question of how agents are classi�ed into subsets. It wasassumed that any two agents are either alike (in the same subset) or unlike. In actuality, the roboticagents to be classi�ed are distributed in a multi-dimensional space where the dimensions correspondto components of behavior and di�erence corresponds to the distance between agents in the space.Di�erence between agents is likely to vary along a continuous spectrum instead of in the binarymanner assumed previously.The limitations of simple social entropy discussed in Section 4 suggest that the diversity calcu-lation would be improved if consideration were given to the spatial structure of the system. Here\spatial structure" refers to the distribution of elements in the classi�cation space. In other words,the \clumpiness" of the system and the distribution of the clumps in the space are important.The challenge of �nding and characterizing clumps or clusters of elements distributed in a con-tinuous multi-dimensional space is exactly the problem faced by biologists in building and usingtaxonomic systems. In the case of biology the dimensions of the space represent aspects of morphol-ogy or behavior that distinguish one organism from another. In this research the dimensions are the9
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Figure 9: The branching structure of the dendrograms for these two societies is the same. However, themore compact distribution of elements in the system on the upper right is reected in the branches beingcompressed towards the bottom of the corresponding dendrogram (lower right).the branches converge at higher levels. These relations are expressed graphically in a dendrogram(Figure 8, bottom).Techniques from numerical taxonomy address the problem of how to classify organisms, or groupsof organisms, at various levels. At the lowest level in biological classi�cation for instance, humansand gorillas are more likely to be classi�ed together than, say, humans and dogs. But at a higherlevel, primates are in fact grouped with canines in the class mammalia. Dendrograms provide anorderly hierarchic view of the these classi�cations. While dendrograms per se are not necessary forthe evaluation of diversity, they are useful visualization tools and their construction provides cluesfor the evaluation of overall societal diversity.Dendrograms are constructed using a clustering algorithm parameterized by h, the maximumdi�erence allowed between elements in the same subset. The notation D(a; b) is used to refer to thedi�erence between the elements a and b. In most applications the di�erence metric is normalized sothat taxonomic distance between any two elements varies between 0 and 1. When h = 1 all elementsare grouped together in one cluster (see the cluster at the top right in Figure 8 for example). As his reduced from 1 down to 0 cluster boundaries change; the number of subsets increases as they splitinto smaller clusters. The splits are reected as branches in the dendrogram. Finally, when h = 0each element is a separate cluster; a \leaf" at the bottom of the dendrogram \tree."Dendrograms can reveal subtle di�erences in societal structure. Figure 9 for example, showstwo societies with the same relative arrangement of elements, but one grouping is compact whilethe other is spread out over a larger area. The di�erence in scale is reected in a compresseddendrogram for the spatially compact society (Figure 9 right). Can these di�erences be accountedfor in the evaluation of diversity? 11



Figure 10: Example of hierarchic overlapping clustering. Clusters are enclosed in black lines.Before addressing this, it is necessary to examine some of the details of clustering algorithmsused to build a taxonomic tree. After that, the discussion returns to how these techniques can beused in the evaluation of diversity.5.2 ClusteringLiterally hundreds of clustering algorithms have been developed by researchers in a wide range of�elds (Sneath and Sokal present a comprehensive taxonomy of clustering methods in [SS73]). Onereason for the proliferation of techniques is the lack of generally agreed upon optimality criteriafor evaluating the various methods. Jardine, for instance, suggests information-based metrics forbiological clustering applications, but this may not be appropriate in all domains [JS71]. Becausewe are interested in the advantages of taxonomic representations of societal structure, the �eld ofnumerical taxonomy is an appropriate source of techniques for this research.Most clustering methods used in numerical taxonomy are hierarchic. In hierarchic classi�cationsany member of a lower ranking taxon is also a member of a higher ranked taxon. Nonhierarchicclassi�cations do not exhibit ranks in which subsidiary taxa become members of larger more inclusivetaxa. For traditional biological taxonomy, hierarchic classi�cations are required [SS73].Another important distinction between clustering algorithms is whether or not overlap is allowedbetween clusters. In a nonoverlapping method, taxa at any one rank are mutually exclusive; amember of one taxon cannot also be a member of a second taxon at the same rank. Nonoverlappingclassi�cations must sometimes arbitrarily assign elements to one or another equally distant subset.By relaxing this constraint, overlapping methods allow membership in more than one taxa.Overlapping clustering methods are characterized by the degree of overlap allowed. Overlap canbe quanti�ed as the diameter of overlap or as the number of elements in the overlapping region.The Cu overlapping clustering method is used in this research [JS71]. Cu or u-diametric clusteringmethods permit the diameter of overlap between clusters at level h to be at most uh (in this worku = 1). A cluster at level h is a maximally linked set such that for all elements ri and rj in thecluster D(ri; rj) � h.Reviewing the notation presented earlier, the society of N elements to be clustered is R =fr1; r2; r3; : : : rNg. The society will be divided intoM possibly overlapping clusters C = fc1; c2; c3; : : : cMg.12



The Cu algorithm for clustering at level h proceeds in the following sequence:1. Initialize N clusters with ci = frig.2. For each cluster ci:(a) For each rj (except ri) in R:i. If (D(rj; rk) � h) for every rk already in ci) add element rj to cluster ci.3. Discard redundant clusters.An example society classi�ed using Cu clustering is presented in Figure 10. The clusterings forseveral values of h are illustrated with h increasing from left to right. Notice in the fourth diagramthat the element in the middle of the space is claimed by two clusters. This clustering technique ishierarchic because elements classi�ed at one level, or value of h, are also members of higher leveltaxa. In addition, the taxa (clusters) become larger and more inclusive at higher levels.The spatial extent of elements in a taxonomic space is a reection of the degree of di�erencebetween agents. It has already been pointed out (in Section 4) that such di�erences are importantin the evaluation of diversity, especially for distinguishing between societies with similar structureand numbers of elements but with di�ering spatial size.Note that sensitivity to the degree of di�erence between elements in hierarchic clustering dependson h. Because h is a parameter of the clustering algorithm, it can be varied to examine clusterings atany scale. Hierarchic algorithms are, in e�ect, variable power clustering microscopes. For values ofh near zero the tiniest di�erence between elements will cause them to be classi�ed separately, whilethe clusterings at large values of h reveal societal structure at a macroscopic level. This featureis exploited in the development of a diversity measure sensitive to di�erences in the spatial size ofsocieties.6 Hierarchic social entropyNow consider how tools from numerical taxonomy can be applied to the measurement of diversity.The discussion of hierarchic clustering algorithms above described how the number and size ofclusters depend on h. But how is simple social entropy impacted by changes in h? Since thepartitioning of a society is based on h the entropy also depends on it. An example of the relationshipis illustrated in Figure 11. Entropy changes in discrete steps as h increases. Note that points wherechange occurs correspond to branch points in the dendrogram.Compare the dendrograms and entropy plots of the two societies in Figure 12. As in the earlierexample, the two groups have the same relative structure, but the society represented on the right ismore compact, resulting in branching compressed towards the bottom of the tree. The di�erence inscale is also readily apparent in the plots of entropy. Entropy drops to zero much more quickly in theplot corresponding to the compact society. Because the value of simple entropy depends signi�cantlyon h when hierarchic clustering is used, we augment the notation to account for this:H(R; h) = H(R) for the clustering of R at taxonomic level h (3)13
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Figure 15: Simple entropy of R2x as a function of h. There are three distinct regions with di�erent values.Hierarchic social entropy can distinguish di�erences between societies regardless of scale. Soci-eties with in�nitesimally small di�erences are compared as easily and precisely as systems spanningmillions of units. This property is demonstrated with an example. Figure 13 illustrates two societiesof three elements arranged in triangles. In both cases the two elements on the left are spaced adistance x apart. A third element is placed either 2x or 4x from the other elements in societiesR2x and R4x respectively. Because hierarchic social entropy is scale invariant, it is able to distin-guish between these two systems for all values of x. This will be demonstrated for x = 11000000, forx = 1000000 and proven for all x.First, observe that due to the spacing of the elements, there are three distinct Cu clusteringsfor each system (depending on h). For society R2x, the three elements are placed in three separateclusters when 0 � h < x. Two clusters are present when x � h < 2x. Finally, all three elements aregrouped together in one cluster when 2x � h.The groupings over all three ranges are illustrated in Figure 14 (groupings are similar for R4xexcept the �nal clustering does not occur until h � 4x). The simple entropy for each clustering ofR2x is H �13 ; 13 ; 13� = 1:585 for 0 � h < xH �23 ; 13� = 0:811 for x � h < 2x16



H �33� = 0:000 for 2x � hThese values and the regions over which they apply are illustrated in Figure 15. Similarly, thesimple entropy for each clustering of R4x isH �13 ; 13 ; 13� = 1:585 for 0 � h < xH �23 ; 13� = 0:811 for x � h < 4xH �33� = 0:000 for 4x � hNow, suppose x = 11000000. Can hierarchic entropy distinguish between these two systems? Firstwe calculate the hierarchic entropy of society R2x. Recall the de�nition of hierarchic social entropyS(R; h) (Equation 4): S(R) = Z 10 H(R; h)dhAs was pointed out above, H(R; h) takes on distinct values over three regions depending on h.Therefore, the integral can be broken into parts corresponding to these regions:Z 10 H(R2x; h)dh = Z x0 H(R2x; h)dh+ Z 2xx H(R2x; h)dh+ Z 12x H(R2x; h)dhSubstituting 10�6 for x and the simple entropy values above for H(R2x; h), we haveZ 10 H(R2x; h)dh = Z 10�60 H �13 ; 13 ; 13� + Z 2�10�610�6 H �23 ; 13�+ Z 12�10�6 H �33�= Z 10�60 1:585 + Z 2�10�610�6 0:811 + Z 12�10�6 0:000= 2:396� 10�6The hierarchic social entropy of R2x is 2:396� 10�6. The calculation for R4x is similar:Z 10 H(R4x; h)dh = Z x0 H(R4x; h)dh+ Z 4xx H(R4x; h)dh+ Z 14x H(R4x; h)dh= Z 10�60 H �13 ; 13 ; 13� + Z 4�10�610�6 H �23 ; 13�+ Z 14�10�6 H �33�= Z 10�60 1:585 + Z 4�10�610�6 0:811 + Z 14�10�6 0:000= 4:018� 10�6 17



For system R4x we have S(R4x) = 4:018� 10�6. Therefore when x = 10�6 S(R2x) < S(R4x) andR4x is 1.68 times more diverse than R2x.What if x = 1000000? For R2x the computation proceeds as follows:Z 10 H(R2x; h)dh = Z x0 H(R2x; h)dh+ Z 2xx H(R2x; h)dh+ Z 12x H(R2x; h)dh= Z 1060 H(13 ; 13 ; 13) + Z 2�106106 H(23 ; 13 ) + Z 12�106 H(33 )= Z 1060 1:585 + Z 2�106106 0:811 + Z 12�106 0:000= 2:396� 106Similarly, the hierarchic entropy for system R4x is 4:018� 106. So when x = 1000000 we againhave S(R2x) < S(R4x); society R4x is again 1.68 times more diverse than R2xIn fact, S(R2x) < S(R4x) holds for all values of x > 0:Z 10 H(R2x; h)dh ?< Z 10 H(R4x; h)dhZ x0 H( 13 ; 13 ; 13 ) + Z 2xx H( 23 ; 13 ) + Z 12x H( 33) ?< Z x0 H( 13; 13 ; 13 ) + Z 4xx H( 23 ; 13 ) + Z 14x H( 33)Z x0 1:585+ Z 2xx 0:811+ Z 12x 0:000 ?< Z x0 1:585+ Z 4xx 0:811+ Z 14x 0:0001:585x+ 0:811x+ 0:000 ?< 1:585x+ 0:811� 3x+ 0:0002:396x < 4:018xIn addition to scale invariance, hierarchic entropy bene�ts from several other advantages. Hi-erarchic entropy addresses a key weakness of simple social entropy by accounting for continuousdi�erences between elements in the society. Figure 16 illustrates the kind of di�erence in societalstructure hierarchic entropy can distinguish. In an earlier example, simple social entropy could notresolve di�erences between these systems (Figure 6). However, when hierarchic social entropy is em-ployed, the measured diversity of the three systems increases linearly as the one agent is positionedfurther and further away. As one would expect, the di�erence in diversity between systems 16a and16b is much smaller than that between 16b and 16c. This is not necessarily the case when simpleentropy is used (as the earlier example illustrates).Hierarchic entropy preserves the basic properties of simple social entropy when agent di�erencesare binary. Hierarchic entropy is a more general metric than simple entropy, subsuming the propertiesof H at each taxonomic level h. In the case where di�erence between agents is binary, (either alikeor unlike), Equation 4 degenerates to H(R) (simple entropy) because the clustering does not dependon h. However, when continuous di�erences are important, hierarchic entropy can resolve structuraldi�erence in societies that simple social entropy cannot.Figure 17 shows how the basic properties of simple social entropy are preserved with hierarchicentropy. In this example two subsets are located a �xed distance apart in the classi�cation space.18
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Figure 16: Hierarchic social entropy (bottom) is computed for three societies (top). The values are 0.715for the system on the left and 1.00 for the system on the right. The calculated value increases as the elementon the upper right is positioned further away from the group. Dendrograms for the groups are also displayed(middle row).
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Evaluation Chamber

Behavioral Response 2

Behavioral Response 1

Behavioral DifferenceFigure 18: Evaluating behavioral di�erence using an idealized \evaluation chamber." Robots are evaluatedin the chamber (left), where their response to every situation is recorded as a trace (readout, right). The be-havioral di�erence between two agents is the di�erence between their traces (bottom). A single quantitativevalue is given by integrating the di�erence.The two societies pictured di�er only in the distribution of elements between the subsets. Hierarchicentropy properly captures the increased diversity of the system with agents distributed equallybetween the subsets.It is important to note however, that the properties of simple entropy were formulated on theassumption of a �xed partitioning of the group being studied. This assumption does not necessarilyhold when continuous (rather than binary) di�erences are used to cluster the elements. The numberof subgroups and the proportion of agents in each both depend on h, the taxonomic level.7 Behavioral di�erenceTo summarize the paper so far, hierarchic clustering is a means of dividing a society into subsetsof behaviorally equivalent agents at a particular taxonomic level. Diversity is evaluated at eachtaxonomic level based on the number of subsets and the number of robots in each subset at thatlevel. Integrating the diversity across all taxonomic levels produces an overall measure of diversityfor the system. Previous sections have described the overall diversity metric and algorithms forclustering the agents into subsets. This section focuses on the di�erence metric used for clustering.How should the behavior of two agents be compared? One possibility would be to evaluate theirdi�erence in an \evaluation chamber" in which the robots are exposed to all situations and theirtheir responses recorded. Even though it is unlikely such a chamber could be built, the analogyis useful. Figure 18 illustrates the procedure. As the agents are exposed to various situations,responses are recorded as a trace. After the experiment is concluded, the traces are compared toevaluate the di�erence between agents. In the �gure, the horizontal axis of the traces represents all21



distinct perceptual situations a robot might experience, while the vertical component encodes theagent's response.Since a real evaluation chamber would be practically impossible to build, an alternative methodfor evaluating behavioral di�erence is proposed. The technique advocated here is to look for dif-ferences in the agents' behavioral coding. In many cases (e.g. [BBC+95, Mat92, GM97]) robotbehavior is coded statically ahead of time, thus individuals may be directly compared by evaluatingtheir behavioral con�guration. Learning multirobot systems (e.g. [Bal97, Mat94]) pose a challengebecause their behavior evolves over time. To avoid that problem in this research, the policies oflearning agents are evaluated after agents converge to stable behavior.This approach depends on three key assumptions:Assumption 1: At the time of comparison, the robots' policies are �xed and deterministic.Assumption 2: The robots under evaluation are substantially mechanically similar: di�erencesin overt behavior are inuenced more signi�cantly by di�erences in policy than by di�erencesin hardware.Assumption 3: Di�erences in policy are correlated with di�erences in overt behavior.If these conditions are not met in a particular multirobot system, the approach may not beappropriate. But the assumptions are reasonable for the conditions of this research, namely: exper-iments conducted on mechanically similar robots built on the same assembly line. Control systemsrunning on the robots di�er only in the data specifying each agent's policy. The comparison of thesepolicies is the crux of the approach.7.1 Example: multirobot foragingThe objective is to show how behavioral di�erence can be evaluated by examining di�erences inrobots' behavioral coding. Before proceeding, an example encoding is presented. Although this ex-ample describes a particular robot architecture, this is only for illustration, the method is applicableto other architectures as well.Consider how behaviors could be designed for a team of foraging robots. The task is to collectcolored objects (red) and place them into colored bins (red and blue). For this example, one agentwill be programmed to place the objects in the red bin, while the other will deposit them in the bluebin.2In this approach to behavioral con�guration, the agent is provided several behavioral assemblages(skills) that correspond to steps in achieving the task (e.g. wander, acquire, deliver, and so on)[ABN93]. Binary perceptual cues are used to sequence the robot through the steps in achieving thetask.The agents are provided with the perceptual features enumerated in Table 1. At the behaviorselection level, the robot's perception can be represented by four bits (one bit per perceptual feature).2This task is a simpli�ed version of the task for robots in the AAAI-97 contest. The simpli�cation is necessaryin order to allow a complete enumeration of the robots' policies. The complete system is explained in more detail inSection 9. 22



Table 1: Perceptual features available to the foraging robots. Each feature is equivalent to one bit ofinformation; the entire perceptual state is a four-bit value.perceptual feature meaningred visible a red attractor is visible.red in gripper a red attractor is in the gripper.close to red bin close enough to the reddelivery area to drop an attractor in it.close to blue bin close enough to the bluedelivery area to drop an attractor in it.Table 2: Behaviors the robots select from in accomplishing the foraging task.behavior robot activitywander Search the environment for attractors.acquire red Proceed to the closest redobject and grasp it.deliver blue Go the the blue delivery area.deliver red Go to the red delivery area.Given the perceptual state, the robot selects from one of the four behaviors listed in Table 2.Decomposing the task into a state/action space enables a robot's policy to be enumerated by pairingperceptual states with actions. Some of the 16 states are never actually encountered since it isimpossible for an agent to be simultaneously in the red and blue delivery zones.Using this approach, policies for the two robots are now described. One of the robots collectsred objects and places then in the red bin, while the other places them in the blue bin. The policyfor robot rred is to search for red attractors using the wander behavior. When it sees an attractor,it activates the acquire red behavior. Once it has grasped the object, it uses the deliver red behaviorto go to the red bin. Robot rblue is similar, except it delivers to the blue bin instead. Policies forthe two agents are enumerated in Table 3. The behaviors in the center of the table are activatedwhen the corresponding perceptual situations on the left are encountered.3The actions selected by the agents described above di�er in six of the states. In the case wherethe robots have a red object in their gripper but aren't close to a bin, they choose di�erent actions(to either go to the red or blue bin). When they are close to the correct bin, they both drop theattractor and resume the wander behavior. Next, we explain how a numerical value can be assignedto this behavioral di�erence.3Note that in the wander behavior, the robot's gripper opens automatically. A transition to the wander behaviorcauses the robot to drop the attractor and begin a new search.
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Table 3: The policies of two foraging robots. Robot rred collects red objects and places them in the red bin,Robot rblue collects red objects and places then in the blue bin. Di�erences between the actions are listedon the right. The state bits represent, from left to right, red visible, red in gripper, close to red bin,and close to blue bin. Impossible states are indicated with an asterisk (*).robot rred robot rblue responsestate action action di�erence0000 wander wander 0.00001 wander wander 0.00010 wander wander 0.00011* wander wander 0.00100 deliver red deliver blue 1.00101 deliver red wander 1.00110 wander deliver blue 1.00111* wander wander 0.01000 acquire red acquire red 0.01001 acquire red acquire red 0.01010 acquire red acquire red 0.01011* acquire red acquire red 0.01100 deliver red deliver blue 1.01101 deliver red wander 1.01110 wander deliver blue 1.01111* wander wander 0.07.2 De�nition of behavioral di�erenceTo facilitate the discussion, the following additional symbols and terms are de�ned:� i is a robot's perceptual state.� a is the action (behavioral assemblage) selected by a robot's control system based on the input i.� �j is rj 's policy; a = �j(i).� pij is the number of times rj has encountered perceptual state i divided by the total number of timesall states have been encountered. Experimentally, pij is computed post facto.The approach is to evaluate behavioral di�erence by comparing the robots' policies. The twoforaging robots introduced earlier, for example, exhibit behavioral di�erences that are reectedin and caused by their di�ering policies. In the terminology introduced above, i represents theperceptual features an agent uses to selectively activate behaviors. In the case of the foragingrobots, assign a bit to each perceptual feature, so, for example, i = 0001 indicates that only the lastperception (close to blue bin) is activated. For the foraging robots �(i) is the activated behavior(e.g. wander, deliver).De�nition 1: ra and rb, are absolutely behaviorally equivalent i� they select the same behaviorin every perceptual state.In complex systems with perhaps thousands of states and hundreds of actions it may also beuseful to provide a scale of equivalence. This would allow substantially similar agents to be groupedin the same cluster even though they di�er by a small amount. The approach is to compare tworobots, ra and rb, by integrating the di�erences between their responses, j �a(i) � �b(i) j over allperceptual states i. If the action is a single-dimension scalar, as in a motor current for instance,the di�erence can be taken directly. However, complex actions like wander and acquire are treatedas nominal values with response di�erence de�ned as 0 when �a(i) = �b(i) and 1 otherwise. This24



approach is often used in classi�cation applications to quantify di�erence between nominal variables(e.g. eye color, presence or absence of a tail, etc.). Using this notation, a simple behavioral di�erencemetric can be de�ned as: D0(ra; rb) = 1n Z j �a(i) � �b(i) j di (5)or for discrete state/action spaces:D0(ra; rb) = 1nXi j �a(i)� �b(i) j (6)where 1n is a normalization factor to ensure the di�erence ranges from 0 to 1. In the case of thediscrete sum, n corresponds to the number of possible states. If ra and rb select identical outputs(�a(i) = �b(i)) in all perceptual states (i), then D0(ra; rb) = 0. When ra and rb select di�erentoutputs in all cases D0(ra; rb) = 1. In the numerical taxonomy literature, this di�erence is calledthe mean character di�erence [SS73]. The calculation parallels the idealized evaluation chamberprocedure introduced earlier (Figure 18).Equations 5 and 6 weigh di�erences equally across all perceptual states. This may be problematicfor agents that spend large portions of their time in a small portion of the states. Consider twoforaging robots that di�er only in their reaction to blue attractors. If, in their environment, no blueattractors are present the agents would appear to an observer to have identical policies.There may be other important reasons certain states are never visited. In learning a policy, forinstance, the robots might discover in early trials that certain portions of the state space should beavoided due to large negative rewards. Because these portions of the space are avoided, the agentswill not re�ne their policies there, but avoid them entirely. It is entirely possible for the agents todi�er signi�cantly in these portions of the space even though they may appear externally to behaveidentically.To address this, the response di�erences in states most frequently visited should be emphasizedwhile those that are infrequently experienced should be de-emphasized. This is accomplished bymultiplying the response di�erence in each situation by the proportion of times that state wasvisited by each agent (pia + pib). Formally, behavioral di�erence between two robots ra and rb isde�ned as: D(ra; rb) = Z (pia + pib)2 j �a(i)� �b(i) j di (7)or in discrete spaces D(ra; rb) = Xi (pia + pib)2 j �a(i)� �b(i) j (8)25



Table 4: Sample evaluation of the behavioral di�erence between the two agents whose policies are listed inTable 4.3. The number of times each state was visited by each agent is listed and used to compute pi foreach state for each robot. In turn, the proportion of visits to each state is used to normalize the responsedi�erence between the agents. Note: these values were not gathered from experiment, they are presentedfor example only. times rred times rblue di�erence normalizedstate visited pired visited piblue (from Table 4) di�erence0000 100 0.1 100 0.1 0.0 0.000001 - - 100 0.1 0.0 0.000010 100 0.1 - - 0.0 0.000011 - - - - 0.0 0.000100 200 0.2 200 0.2 1.0 0.200101 - - 200 0.2 1.0 0.100110 200 0.2 - - 1.0 0.100111 - - - - 0.0 0.001000 100 0.1 100 0.1 0.0 0.001001 - - 100 0.1 0.0 0.001010 100 0.1 - - 0.0 0.001011 - - - - 0.0 0.001100 100 0.1 100 0.1 1.0 0.101101 - - 100 0.1 1.0 0.051110 100 0.1 - - 1.0 0.001111 - - - - 0.0 0.00totals 1000 1.0 1000 1.0 6.0 0.55When ra and rb select di�ering outputs in a given situation, the di�erence is normalized by thejoint proportion of times they have experienced that situation.As an example of how behavioral di�erence is calculated, suppose the robots introduced earlierare evaluated in an experimental run.4 During the experiment, the number of times each agentvisits each state is recorded. This log, along with the response di�erences listed in Table 3 can beused to compute the behavioral di�erence between the two agents. The calculation is illustrated inTable 4. The number of times each agent visited each state is enumerated, then used to computepi for each robot for each state. The normalized behavioral di�erence at each state is listed in theright column, and summed at the lower right. The value in the lower right-hand corner, 0.55, is thebehavioral di�erence between robots rred and rblue.The measure of behavioral di�erence provides for the following de�nitions:De�nition 2: ra and rb, are �-equivalent i� D(ra; rb) < �.De�nition 3: �� indicates �-equivalence, ra �� rb means ra and rb are �-equivalent.De�nition 4: A robot society, R, is �-homogeneous i� for all ra; rb 2 R, ra �� rb� in these de�nitions is closely tied to the parameter h used in Cu clustering. A classi�cation attaxonomic level h will consist of h-homogeneous clusters.Currently this approach is limited to evaluating behavioral di�erence between policies representedas a deterministic function, e.g. �(i). This is reasonable for the analysis of policies developed usingreinforcement learning techniques since once learning is complete, the policies are �xed. It doesnot address robots utilizing FSAs for behavioral sequencing. An FSA might generate a di�erent4This example experiment is for illustrative purposes only.26



output (action) in the same perceptual state, depending on the sequence of inputs up to that point.To address the problem a quantitative technique for comparing FSAs is required. One avenueof approach would be a comparative analysis of the \languages" (actually sequences of perceptualstate) accepted by two agents under evaluation. This is beyond the scope of the present investigationhowever.8 Application of simple social entropy in simulated soccerexperimentsWe now describe how the simple and hierarchic social entropy measures can be employed experi-mentally. In this �rst set of experiments, specialization in learning simulated robot soccer teams isexamined using simple social entropy. In the following section, hierarchic social entropy is used toevaluate foraging robot teams in simulation and on laboratory platforms.In both sets of experiments, the agents are provided a common set of skills (motor schema-based behavioral assemblages) from which they build a task-achieving strategy using reinforcementlearning. The agents learn individually to activate particular behavioral assemblages given theircurrent situation and a reward signal.8.1 The simulated soccer taskRobot soccer is an increasingly popular domain for robotics research [KAK+97]. It is an attractivedomain for multiagent investigations because a robot team's success against a strong opponentusually requires some form of cooperation. Also, it is familiar to many audiences and it providesopportunities for diversity among the team members. We provide a brief review of the system andexperiments here. For more detail, the reader is referred to [Bal98].In this soccer task, each team is composed of four simulated robot players. Once play begins theteams attempt to push and/or kick the ball into the opponent's goal (in a di�erence from RoboCupsoccer, the goal spans the width of the �eld's boundary). Play is continuous; after a scoring event,the ball is immediately replaced to the center of the �eld without repositioning the agents. In eachgame, play continues until a total of 10 points are scored. The experiments were conducted byengaging an experimental learning team against a �xed opponent control team in soccer contests.Performance is evaluated as the total number of points scored by the learning team. We begin bydescribing the control team's behavioral con�guration.8.2 The control teamThe control team will always follow a �xed policy against the teams under evaluation. The controlteam's design is based on the following observations. First, points are scored by bumping the ballacross the opponent's goal. Second, robots must avoid bumping the ball in the wrong direction, lestthey score against their own team. A reasonable approach then, is for the robot to �rst ensure itis behind the ball, then move towards it to bump it towards the opponent's goal. Alternately, adefensive robot may opt to remain in the back�eld to block an opponent's scoring attempt.27



Table 5: The control soccer team's policy summarized as policy tables. The 1 in each row indicatesthe behavioral assemblage selected by the robot for the perceived situation indicated on the left. Theabbreviations for the assemblages are introduced in the text.Control Team Forwardperceptual assemblagefeature mtb gbb mtbfnot behind ball 0 1 0behind ball 1 0 0Control Team Goalieperceptual assemblagefeature mtb gbb mtbfnot behind ball 0 1 0behind ball 0 0 1Each robot selects from a set of behavioral assemblages to complete the task. The behaviors aresequenced to form a complete strategy. The behavioral assemblages developed for these experimentsare:� move to ball (mtb): The robot moves directly to the ball. A collision with the ball will propel it awayfrom the robot.� get behind ball (gbb): The robot moves to a position between the ball and the defended goal whiledodging the ball to avoid bouncing it in the wrong direction.� move to back �eld (mtbf): The robot moves to the back third of the �eld while being simultaneouslyattracted to the ball. The robot will kick/bump the ball if it comes within range.Each of these behavioral assemblages is composed through the cooperative combination of severalmotor schemas. More detail on these behaviors is provided in [Bal98].The overall system is completed by sequencing the assemblages with a selector that activates anappropriate skill depending on the robot's situation. This is accomplished by combining a booleanperceptual feature, behind ball with a selection operator. The selector picks one of the three assem-blages for activation, depending on the current value of behind ball.The control team includes three \forwards" and one \goalie." The forwards and goalie are dis-tinguished by the assemblage they activate when they �nd themselves behind the ball: the forwardsmove to the ball while the goalie remains in the back�eld. Both types of player will try to get behindthe ball when they �nd themselves in front of it.8.3 Learning soccer teamsTo isolate the impact of learning on performance, the learning teams were developed using the samebehavioral assemblages and perceptual features as the control team. This approach ensures that theperformance of a learning team versus the control team is due only to di�erences in policy.The control team's con�guration uses a �xed selector for coordination. Learning is introducedby replacing the �xed mechanism with a selector that uses Q-learning instead. The Q-learnerautomatically tracks previous perceptions and rewards to re�ne its policy [WD92]. At each step, the28



learning module is provided the current reward and perceptual state. It learns over time to selectthe best assemblage given the situation.The policy an agent learns depends on the reward function used to train it. One objective of thisresearch is to discover how local versus global reinforcement impacts the diversity and performance oflearning teams. Global reinforcement refers to the case where a single reinforcement signal is simul-taneously delivered to all agents, while with local reinforcement each agent is rewarded individually.To that end, we consider two reinforcement functions for learning soccer robots:� Local performance-based reinforcement: each agent is rewarded individually when it scores agoal, or is punished when it is nearest the ball when the team is scored against.� Global performance-based reinforcement: all agents are rewarded when when the team scores,or punished when the team is scored against.Complete details of the formulation of these reward functions are provided in [Bal98].8.4 Soccer results: performance and diversityExperimental data were gathered by simulating thousands of soccer games and monitoring robotperformance. The learning robots are evaluated on two criteria: task performance (score) anddiversity of behavior.For each trial, the learning robots were initialized with all Q-values set to zero. A series of 10010-point games were played. Information on performance was recorded after each game. The robotsretain their learning set between games. An experiment is composed of 10 runs, or a total of 100010-point games. Each run uses the same initial parameters but di�erent pseudo-random numberseeds.Performance is measured as the di�erence between the learning team's score and the opponent'sscore. A negative value indicates the team lost the game, while positive values indicate the team wonthe game. When rewarded using the global reinforcement signal Rglobal, the learning teams out-scorethe control team by an average of six points to four, yielding a performance of 2.0. This averageincludes the initial phase of training. When trained using the local reward Rlocal, the learning teamslose by an average of four points to six, or a performance of -2.0. In these soccer experiments, teamstrained using global reinforcement perform best.After the training phase, robot teams are evaluated for behavioral diversity by examining theirpolicies. Altogether there are 9 possible policies for the learning agents since for each of the twoperceptual states, they may select one of three assemblages. Based on these nine policies, there area total of 6561 possible 4 robot teams.The extent of diversity in these teams is quanti�ed using the simple social entropy metric. Agentsare classi�ed as behaviorally equivalent only if they share exactly the same policy.Two example teams, one homogeneous, the other heterogeneous, are illustrated in Figure 19. Allmembers of the team on the left have converged to identical policies. In fact, all robots in the 10locally-reinforced teams converged to the same \forward" policy used by the control team (Table 5).All 10 teams converged to fully homogeneous behavior. H(R) = 0 for the homogeneous teamstrained using local reinforcement. 29
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Figure 19: Examples of homo- and heterogeneous learning soccer teams. In both cases the learning team(dark) defends the goal on the right. The agents try to propel the ball across the opponent's goal by bumpingit. A homogeneous team (left image) has converged to four identical behaviors which in this case causesthem to group together as they move towards the ball. A heterogeneous team (right) has settled on diversepolicies which spread them apart into the forward and middle of the �eld.In contrast, all of the 10 globally-reinforced teams diversify to heterogeneous behavior. In allcases, the agents settle on one of three particular policies. All the teams include one robot thatconverges to the same \forward" policy used by the control team; they also include at least oneagent that follows the same policy as the control team's \goalie." The other robots learn a policy ofalways selecting the get behind ball assemblage, no matter the situation (for convenience this policyis referred to as a \mid-back").In cases where the team had not fully converged, investigation reveals that the changes aredue to one agent alternating between the \goalie" and \mid-back" policies. In summary, theglobally-reinforced teams always converged to one \forward," one or two \mid-backs" and one ortwo \goalies." H(R) = 1:5 for the heterogeneous teams (the maximum entropy for a team of foursoccer robots is 2.0).8.5 Summary of results in the soccer taskTwo reward functions, Rlocal, Rglobal were employed by learning soccer teams as they engaged a�xed opponent team in thousands of trials. The relative impact of the reward function on teamperformance and diversity was evaluated. Simple social entropy was employed to measure diversityin the teams. The primary results are� in some cases individual learning robots automatically diversify to �ll di�erent roles on a team;� global reinforcement leads to better performance and greater diversity in this simulated soccer task;� local reinforcement leads to poorer performance and more homogeneous behavior.The locally-reinforced teams converge to \greedy" behaviors that maximize their individual re-ward, but lead to poor team performance. This may suggest that defensive play is important insoccer but there is no incentive for a robot to �ll a defensive role. With the local reward strategy agoalie would be \punished" every time the opponent scores and never receive a positive reinforce-ment. 30
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Attractors

ObstaclesFigure 20: Real and simulated robot foraging. Left: two robots forage for colored attractors in thelaboratory; after grasping an object, they deposit it in one of two delivery zones according to color. Right:in simulation, robots are represented as black circles, arcs indicate the robots' visual sensing range, obstaclesare drawn as gray circles, the small discs are attractors. The robots deliver the attractors to the color-codedsquares representing delivery areas.The use of the simple social entropy metric enables the quanti�cation of diversity in these learningteams and correlation of diversity with performance. The policies for these robots, however, arerather simple and lend themselves to the discrete classi�cations necessary for simple entropy. Whatabout very large policy spaces?Simple social entropy would probably not be as useful an analytic measure when many thousandsof policies are possible. In this case it is likely for each robot to have slight di�erences in policy fromevery other robot (and therefore be in a di�erent \class"). The resulting simple entropy would alwaysbe at a maximum for all robot teams | thus making it impossible to make relative comparisons ofdiversity.Hierarchic social entropy can address this limitation. In the next section we examine a robotteam with a more complex policy space and show how hierarchic social entropy may be used in itsanalysis.9 Application of hierarchic social entropy in multirobot for-aging experimentsThe task in this set of experiments calls for robots to collect several di�erent types of objects anddeposit them in di�erent bins according to type. As an example of why this task is useful, considera janitorial robot responsible for collecting and sorting recyclable trash objects into glass, aluminumand paper bins. Many assembly and construction tasks also involve collecting parts or materialsand placing them in a speci�c location. These tasks are referred to as multi-foraging tasks. Multirefers to the multiple types of object to deliver, not the number of robots engaged in the task. Anexample of robots executing a multi-foraging task is presented in Figure 20.9.1 Behaviors for multi-foragingAs in the soccer example above, a schema-based reactive control system is used for robot program-ming. Each agent is provided several pre-programmed skills that correspond to steps in achieving31



Table 6: Perceptual features available to the foraging robots. Each feature is one bit of environmentalstate; the entire perceptual state is a nine-bit value.perceptual feature meaningred visible a red attractor is visible.blue visible a blue attractor is visible.red visible outside homezone a red attractor is visible outside thethree meter radius home zone.blue visible outside homezone a blue attractor is visible outsidethe home zone.red in gripper a red attractor is in the gripper.blue in gripper a blue attractor is in the gripper.close to homezone the agent is within3 meters of the homebase.close to red bin close enough to the reddelivery area to drop an attractor in it.close to blue bin close enough to the bluedelivery area to drop an attractor in it.the task (e.g. wander, acquire, deliver, and so on). Binary perceptual features are used to sequencethe robot through steps in achieving the task. Selection of the appropriate behavior, given the situ-ation, may be programmed by hand or discovered by the robot through reinforcement learning. (Inaddition to the learning strategies investigated here, these behaviors were also used to build success-ful hand-coded foraging strategies, including a winning entry in the AAAI-97 Robot Competition[Bal99].)A range of skills were developed to support a number of foraging strategies and to avoid biastowards any particular approach. The repertoire is suitable for building behaviorally homogeneousforaging teams as well as various heterogeneous strategies. The behaviors are summarized below:� wander: move randomly about the environment in search of attractors. Upon encountering an attrac-tor, most agents learn to transition to an appropriate acquire behavior.� stay near home: similar to the wander assemblage, but with an additional attractive force to keep theagent close to the homebase. This assemblage might be utilized in a territorial foraging strategy.� acquire red: move towards the closest visible red attractor. When close enough to grasp the attractor,most agents learn to close their gripper and transition to a deliver assemblage.� acquire blue: move towards the closest visible blue attractor.� deliver red: move towards the red delivery area. When close enough to deposit the attractor in thedelivery area, most agents learn to open their gripper and transition to one of the wander assemblages.� deliver blue: move towards the blue delivery area.All of the behaviors include a provision for obstacle and robot avoidance. More detail on thespeci�cs of the behaviors (e.g. schema parameter values) is provided in [Bal98].The perceptual state is a combination of nine perceptual features. Each feature is a single,abstracted bit of environmental or sensor state germane to the robot's task (e.g. whether or notthe robot is holding an attractor in its gripper). The perceptual features used in this work arecataloged in Table 6. In addition to the features advising the robot whether an attractor is visible,there are also features indicating whether attractors are visible outside the delivery (or \home")zone. The visibility cues are used to allow hand-coded territorial agents (reported in [Bal99]) tosearch for attractors at a distance from the delivery zone (home zone) while ignoring the others (andvice-versa). 32



Overall, the policy space in this task is much larger than that explored in the soccer example.While only nine policies per robot were possible in the soccer example, there are more than 3000possible foraging policies.9.2 Learning strategies for foragingAs in the soccer experiments, the approach is to provide each agent a reward function that generatesfeedback at each movement step regarding the agent's progress, then to use that function over manytrials to train the robot team. Again, Q-learning is used to associate actions with state. The learningagents are initialized with random Q-tables, thus random, poorly performing policies. Since eachagent begins with a di�erent policy, the teams are initially maximally diverse. They improve theirpolicies using the reinforcement functions described below.Three reward functions are investigated here:� Local performance-based reinforcement: each agent is rewarded individually when it delivers anattractor.� Global performance-based reinforcement: all agents are rewarded when any agent delivers anattractor.� Local shaped reinforcement: each agent is rewarded progressively as it accomplishes portions ofthe task [Mat97].Full details on the formulation of these reward functions are provided in [Bal98].9.3 Foraging results: performance and diversity in simulationPerformance in the multi-foraging task is measured as the number of objects (attractors) collectedand properly delivered by the robots in a 10 minute trial. Several environmental parameters a�ectthe rate at which the agents collect and deliver the attractors including the number of attractors,obstacles in the environment, playing �eld size and the number of robots.The following conditions were present in simulation experiments: 40 attractors (20 of each type,red and blue) and �ve 1 m2 obstacles (5% coverage) randomly distributed about a 10 by 10 meter�eld with one to eight simulated robots. In laboratory runs there were 20 attractors and no obstacles(except arena boundaries) on a 5 by 10 meter playing �eld with one or two robots.Statistical results were gathered in thousands of simulation trials. Each type of learning systemunder investigation was evaluated using one to eight simulated robots in �ve randomly generatedenvironments. Performance is evaluated as the number of attractors collected in 10 minutes. 300trials were run in each environment, or 12,000 runs overall. During the experiments, the perceptualstate for each robot was logged at each timestep, thus enabling a post facto calculation of theproportion of time each robot spent in each state. Also, the policy for each robot was saved at theend of each trial for di�erence and diversity measurements.Agents are able to learn the task using all three types of reinforcement. A plot of the averageperformance for each learning strategy versus the number of agents on the team is presented inFigure 21. (In separate research, the performance of three di�erent hand-coded systems was alsoevaluated [Bal99]; performance of the best hand-coded system (a homogeneous strategy) is includedin the graph for comparison). 33
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Figure 21: Performance of foraging teams versus the number of robots on a team. The error bars indicate95% con�dence intervals.
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Table 7: Summary of performance in learning foraging robot trials. Policies learned using local performance-based rewards were used in all trials.con�guration/trial performancebefore training after1 robot trial 1 1.0 9.0trial 2 0.0 10.0trial 3 0.0 8.0trial 4 0.0 7.0trial 5 0.0 8.0average 0.2 8.42 robots trial 1 0.0 15.0trial 2 1.0 15.0trial 3 0.0 16.0trial 4 1.0 14.0trial 5 0.0 13.0average 0.4 14.6correlated in these learning teams.9.4 Foraging results: performance on mobile robotsTo verify the simulation results, the learning systems were ported to Nomad 150 mobile robots. TheJava-based behavioral con�guration system used in this work enables the behaviors and features tobe utilized on mobile robots and in simulation. Identical control software was employed in simulationand on the mobile robots.Performance was evaluated before and after learning using local performance-based rewards onone and two robots. In each case, the robots were initialized with a random policy (the behavior foreach situation is set randomly), then evaluated in a 10 minute trial. The Q-tables were transferredto the simulation system and trained for 300 trials. After training, the policies were transferred backto the robots for another evaluation. The process was repeated �ve times for each number of robots.Performance of the robots running learned policies is summarized in Table 7. A photograph one ofthe mobile robot trials is presented in Figure 20.As in simulation the robots perform much better after the learning phase. However, they do notcollect as many attractors as comparable simulated systems. This is due to the reduced number ofattractors available for collection.9.5 Summary of foraging experimentsAs in the soccer example, experimental results show that the choice of reinforcement function sig-ni�cantly impacts the diversity and performance of learning foraging teams. Interestingly, the rela-tionship between diversity and performance in soccer (positive correlation), is exactly opposite therelationship reported for foraging in this work (negative correlation). The reasons for this di�erencearen't known for certain, but we believe they are due to the di�erences in task. Soccer is unavoidablya team activity while foraging can be accomplished by an individual agent. We believe that whenmultiple agents are required, it is more likely that the team will bene�t from diversity.These experiments in foraging show that agents using local reinforcement strategies converge to35



more homogeneous societies and perform better than robots using a global reward structure. Greaterhomogeneity with local reinforcement is due to the fact that individuals are rewarded for their ownactions, thus making reinforcement of the same state/action pair more likely in di�erent agents thanwith global reinforcement. The relationship between diversity and performance is exactly oppositethat found in robot soccer experiments (reported separately), but in both soccer and foraging, localrewards lead to greater homogeneity [Bal98].The diversity of each system was evaluated using hierarchic social entropy. Globally-rewardedteams were found to be the most diverse, followed by the locally rewarded teams. Teams using shapedreinforcement were the least diverse. This is because agents using shaped reinforcement are providedmore uniform \guidance" in �nding a policy, and are thus less likely to settle on diverse solutions.In these learning systems, diversity and performance are negatively correlated with r = �0:96 andprob = 0:000028.10 ConclusionThis work is motivated by the idea that behavioral diversity should be evaluated as a result ratherthan an initial condition of multirobot experiments. Previously, researchers con�gured robot teamsas homogeneous or heterogeneous a priori, then compared performance of the resulting teams [FM97,GM97, Par94]. That approach does not support the study of behavioral diversity as an emergentproperty in multirobot teams.De�ning behavioral diversity as an independent rather than dependent variable enables the ex-amination of heterogeneity from an ecological point of view. How and when does diversity arise inrobot teams interacting with each other and their environment? This work provides the necessaryquantitative measures for this new type of investigation.Simple social entropy, an application of Shannon's information entropy [Sha49] to robot groups,is proposed as a measure of diversity in robot teams [Sha49]. It captures important componentsof the meaning of diversity, including the number and size of groups in a society. Researchers inmany other �elds also use information theoretic measures of diversity for the same reason [Wil92,LVW83, LW80, Mag88, Bai90, Dem92]. In order to evaluate the diversity of a team, however, a wayto categorize or di�erentiate the behavior of individuals is also required. To address this, a measureof behavioral di�erence that provides for agent categorization is also developed. Di�erence refers todisparity between two speci�c agents, while diversity is a measure of the entire society.It was shown that simple social entropy is subject to several limitations as a diversity metric; inparticular, it does not capture the extent of di�erence between separate robot groups. To addressthis we introduce hierarchic social entropy, a metric combining simple social entropy with behavioraldi�erence to provide a continuous scale of diversity. It captures even minute di�erences betweensocieties, while preserving the basic properties of simple social entropy.Diversity may not always be desirable. In fact, experimental results presented in this paper showthat for at least one multirobot task (multi-foraging) homogeneous robot teams perform better thandiverse teams. The aim of this work is to provide tools enabling the investigation of when diversityis important and which conditions give rise to it in learning teams. Social entropy provides the36



objective quantitative metric required for a principled investigation of these issues.This research is focused speci�cally on diversity in teams of mechanically similar agents that usereinforcement learning to develop behavioral policies. Evaluation of diversity in teams of mechan-ically similar robots is challenging because when agents di�er, they di�er only in their behavior.Behavior is an especially interesting dimension of diversity in learning systems since as they learn,agents e�ectively choose between a hetero- or homogeneous society. The metrics developed in thiswork will help researchers investigate the origin and bene�ts of diversity in these learning systems.Important future work includes the application of these tools in new and di�erent multirobottask domains. The author hopes other researchers will adopt the measures of behavioral di�erenceand robot team diversity introduced here in the evaluation of new multirobot systems. This willprovide additional data points in the multiagent task/reward space and help us derive the relationsbetween task, reward, diversity and performance more precisely.Another important direction for future research is the extension of these tools to a broader rangeof robotic systems. The behavioral di�erence metric, for instance, is limited to the comparison ofdeterministic policies. Can we compare the behavior of agents coded in FSAs or more complexrepresentations?Finally, can the results of this research be applied in other �elds? Researchers in behavior-basedrobotics often draw inspiration from biology and psychology; perhaps roboticists can provide toolsfor the sociobiologist. It is tempting, for instance, to draw parallels between robotic behavioraldiversity and corresponding forms of specialization in human and animal societies. As the researchand theory mature we may gain insights into the origins and bene�ts of diversity in natural as wellas arti�cial social systems.11 AcknowledgmentsThanks to Ron Arkin, Chris Atkeson, Maria Hybinette, Peter Stone, Michael Bowling, Gary Boone,M. Je� Donahoo, Lynne Parker and anonymous reviewers for their suggestions on this work. Therobots used in this work were provided by ONR/ARPA Grant #N00014-94-1-0215, 11/93-3/97,Flexible Reactive Control for Multi-Agent Robotic Systems in Hostile Environments.References[ABN93] R.C. Arkin, T. Balch, and E. Nitz. Communication of behavioral state in multi-agentretrieval tasks. In Proceedings 1993 IEEE Conference on Robotics and Automation,Atlanta, GA, 1993.[Bai90] K. Bailey. Social Entropy Theory. State University of New York Press, Albany, 1990.[Bal97] Tucker Balch. Learning roles: Behavioral diversity in robot teams. In AAAI-97 Workshopon Multiagent Learning, Providence, R.I., 1997. AAAI.[Bal98] Tucker Balch. Behavioral Diversity in Learning Robot Teams. PhD thesis, College ofComputing, Georgia Institute of Technology, 1998.37
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